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Introduction 
 

With the rapid development of technology, artificial intelligence has taken a transformative 

force in the global theater. Driving significant innovation and productivity, it has become 

indispensable in the distribution of information thanks to the personalization of content 

recommendations and multilingual translations. However, unrestrained access to artificial 

intelligence has enabled the malicious creation and spread of misinformation, an emerging concern 

in our interconnected world. AI-amplified content poses an urgent threat to public discourse, 

societal harmony, and democracy, calling for the implementation of regulations.  

 

The endeavor comes in balancing harnessing the potential of AI while safeguarding against 

malevolent use. Recent events in the Middle East with the Israel-Hamas war serve as testimony to 

the flooding of misinformation on social media. Authentic imagery is intermingled with false 

accounts relating to past events. AI has facilitated the forgery of international broadcast channels 

such as the imitation of a BBC News report, as well as enabled the solicitation of support for one’s 

side with gruesome AI-generated images the viewers are more likely to remember. Addressing this 

complex issue calls for an understanding of the limits to freedom of expression when handling the 

propagation of falsehoods and deceit.  

 

Misinformation knows no boundaries, making international cooperation and collaboration 

crucial. Efforts to share best practices, information, and technologies can help in combating the 

cross-border misinformation facilitated by AI that impacts all member states. This report will oversee 

past and current regulations on the Internet, especially regarding misinformation and the malicious 

manipulation of Artificial Intelligence in order to establish effective policies around this rapidly 

involving sector.  

 

 



  HMUN 2024 

 

Sarah Porcheron          SPC1 

Definition of Key Terms 

 

Artificial Intelligence (AI) 

An area of computer science that deals with giving machines the power to copy intelligent 

human behavior.  

 

Algorithm 

A set of steps that are followed in order to solve a mathematical problem or to complete a 

computer process. 

 

Content moderation 

The process of reviewing and monitoring user-generated content on online platforms to 

ensure that it meets certain standards and guidelines. 

 

Cybercrime 

Any criminal activity that involves a computer, networked device or a network. 

 

Data 

Facts or information used to calculate, analyze or plan something. It can be produced or 

stored by a computer.  

 

Data interference  

An offense consisting of deleting, damaging, deteriorating, altering or suppressing digital 

data on an information system, or rendering such data inaccessible. 

 

Data Privacy 

An aspect of data protection that addresses the proper storage, access, retention, 

immutability and security of sensitive data.  

 

Digital Divide 

The gap between those who have or do not have access to modern information and 

communication technology, particularly the internet.  
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Data Governance  

Everything you do to ensure data is secure, private, accurate, available, and usable. 

 

Digital Literacy 

The ability to access, manage, understand, integrate, communicate, evaluate and create 

information safely and appropriately through digital technologies. 

 

Disinformation 

False information that is given to people in order to make them believe something or to hide 

the truth. 

 

Ethical AI  

Artificial intelligence that adheres to well-defined ethical guidelines regarding fundamental 

values, including such things as individual rights, privacy, non-discrimination, and non-manipulation. 

 

Information and Communication Technology (ICT)  

Technologies that provide access to information through telecommunications such as the 

internet, wireless networks, cell phones, and other communication mediums. 

 

Internet 

A global computer network providing a variety of information and communication facilities, 

consisting of interconnected networks. 

 

Misinformation 

Information that is not completely true or accurate, and can be misleading.  

 

Multistakeholder Governance  

A practice of governance that employs bringing multiple stakeholders together to participate 

in dialogue, decision making, and implementation of responses to jointly perceived problems. 

 

 

General Overview 
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With people's unavoidable use of the web, false information has inadvertently spread 

rapidly over a variety of channels. The quick sharing capabilities of social media make it possible for 

inaccurate or misleading content to rapidly reach huge audiences, frequently before fact-checking 

can take place. Fake websites trap individuals by posing as reliable sources or asking for individual 

data. Interactive media control, such as photo and video altering, warps reality and makes wrong 

accounts. Whereas sensationalized features or clickbait articles draw consideration at the cost of 

veracity, automated accounts and bots proliferate wrong data. Chat rooms and anonymous forums 

offer unregulated situations for the spread of deluding data. The consistent and broad proliferation 

of false information by means of the web makes it greatly troublesome to stop its impact and ensure 

the veracity of the data found there. 

 

The dangers of AI  

AI frameworks, frequently dealing with endless volumes of information, posture noteworthy 

dangers when falling to malevolent use, with concerns related to information security. The chance of 

information breaches looms expansive, especially given the appeal of delicate individual data to 

cyber-attackers. Inside this scene, different sorts of assaults have developed, each posturing 

unmistakable dangers to the astuteness of AI frameworks and the information they handle. 

 

Firstly, informationharming speaks to a basic danger, including the control of AI models. This 

strategy points to degenerating the learning handle of AI models, driving them to form inaccurate 

expectations or classifications. In addition, input control presents a relevant concern, especially 

generative models. Embedding particular prompts into frameworks like Chat GPT or Bing Chat can 

endeavor to control their reactions and unintended or hurtful headings, for example.  

 

In the wrong hands, these vulnerabilities can have extreme repercussions. Envision AI 

frameworks controlled to engender untrue data, compromise touchy information, or impact basic 

choices. In such scenarios, AI's potential for societal advantage changes into a gadget for malignant 

craving, jeopardizing recognition, security, and responsibility.  

 

Pushing for Ethical AI  

Ethical AI frameworks are crucial to tackle issues related to viewpoints and tolerability. The 

recent changes in the sector have led to profound ethical concerns for embedded biases, human 

rights, and discrimination. Considering pre-existing inequalities, marginalized groups are in danger of 
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worsening discrimination, and an institutionalized one, emphasizing the urgent need for ethical 

guardrails.  

 

The UN’s 17 Sustainable Development Goals, moreover, advocate for transparency and the 

principle of fairness, always remembering the importance of human oversight on AI. The UNESCO’s 

Recommendation on the Ethics of Artificial Intelligence was created to tackle these endeavors. It 

publishes reports and recommendations, including considerations for countering misinformation 

and disinformation. It has also launched a curriculum: “Media and Information Literate Citizens: 

Think Critically, Click Wisely!” to encourage audiences to beware of misinformation on the Internet.  

 

Finally, ethical AI is key in advancing security and anticipating damage. Ethical rules advocate 

for careful testing, endorsement, and chance examination strategies to downplay the potential for 

harm caused by AI botches or glitches. AI frameworks can develop open acceptance and affirmation: 

when working ethically, with straightforwardness and obligation, they ingrain trust in their audience.  

 

Other Regulation 

Since the Web’s opening to the public in 1991, governments have put regulations on 

produced data, available resources and freedom of use. Of high importance, preventing the spread 

of fake news has been at the center of numerous international treaties. 

 

International bodies like the Organization for Economic Co-operation and Development 

(OECD) are actively involved in setting global standards and recommendations on AI ethics. They 

facilitate discussions, provide guidelines, and encourage cooperation among countries to address 

misinformation through AI regulation. The OECD has published principles on AI, aiming to foster 

trustworthy algorithms that respect human rights and democratic values. While not specifically 

focused on misinformation, these principles address accountability, transparency, and the 

responsible use of AI technologies. 

 

Moreover, the Convention on Cybercrime or Budapest Convention is the first international 

treaty aiming to combat computer and internet crime by bringing national laws into compliance, 

enhancing investigative methods, and fostering international cooperation. The convention defines a 

variety of offenses including data interference relating to this information. It supports the sharing of 

vital digital evidence among the international scene while establishing a balance between civil 
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liberties and privacy concerns, enabling law enforcement to investigate and prosecute these crimes 

efficiently. 

 

Finally, Internet regulation topics can be discussed on an open platform through the Internet 

Governance Forum (IGF). To exchange ideas and procedures, it brings together a variety of 

stakeholders, including governments, academics, the commercial sector, civil society, and technical 

specialists, following the multistakeholder approach to gather diverse perspectives when 

formulating guidelines. Although the IGF doesn't develop binding legislation, it generates reports 

and policy recommendations based on the discussions and input from its sessions. To help in 

decision making, these suggestions are distributed to pertinent stakeholders and legislators. 

 

 

Timeline of Key Events 

 

Date      Event 

23rd of November 2001    The Budapest Convention 

July 2006      The UN establishes the IGF 

5th of May 2011    The Chinese Cyberspace Administration is founded 

20th of July 2017    The NGAIDP is established 

22nd of May 2019    The OECD establishes AI principles 

16th of June 2022    The EU launches the CPD 

28th of August 2023    UNESCO publishes the EIA 

 

 

Major Parties Involved 

 

The People’s Republic of China  

For the purpose of preserving social and political stability, the Chinese government actively 

regulates the Internet. Authorities censor a great deal of online content through the "Great Firewall 

of China," limiting the flow of information. In an effort to stop the dissemination of information 

deemed sensitive or critical by the government, restrictions are imposed on the access to a variety 

of websites, social media platforms, and news sources.  
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Additionally, the Chinese State Council established the "Next Generation Artificial 

Intelligence Development Plan"(NAIDP) in 2017 with the goal of increasing cross-media perceptual 

computing, facilitating regulation. In 2021, ethical guidelines for dealing with AI were published. 

China then published two laws relating to specific AI applications. These regulations address the 

deep synthesis technologies and the abuse of algorithmic recommendation systems affecting 

content management, transparency, data protection, and disinformation.  

 

Lastly, China's Cyberspace Administration (CAC)’s draft regulation stipulates that new AI 

products developed in China must undergo a "safety assessment" before being released to the 

public. The regulation requires AI service providers to take measures to prevent the generation of 

false information and avoid harmful content.  

 

The Republic of Singapore 

To combat false information and uphold social peace, the Singaporean government passed 

the Protection from Online Falsehoods and Manipulation Act (POFMA) in June 2019. Authorities can 

demand content be removed, demand corrections, or give warnings against false or misleading 

information being distributed on websites and social media platforms under POFMA. The goal of the 

law is to prevent false information from spreading that can worry the public or harm Singapore's 

interests. 

 

Member States of the European Union (EU) 

In an effort to combat misleading material on the internet, the European Commission 

unveiled the Code of Practice on Disinformation (CPD). Other initiatives such as the General Data 

Protection Regulation (GDPR) and proposals like the Digital Services Act (DSA) and the Digital 

Markets Act (DMA) further aim to address AI-related issues, including misinformation spread 

through digital platforms. 

 

Moreover, the Council of Europe's Recommendation on the Human Rights Impacts of 

Algorithmic Systems touches on human rights concerns related to AI and algorithmic decision-

making, including potential implications for misinformation. 

 

United States of America 

Discussions regarding the regulation of disinformation, particularly on social media 

platforms, have been held by the US government. Despite the First Amendment's robust protection 
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of free expression, the nation's lawmakers have looked into measures to stop the spread of 

misleading information, especially when it comes to elections, or health-related issues with the 

Covid-19 period leading to mass paranoia and panic throughout the country. 

 

A key player in AI development and policy discussions, the USA has significant involvement 

from both governmental bodies and tech companies. The government has explored AI ethics and 

misinformation through congressional hearings, executive orders, and initiatives such as the 

National AI Initiative and the National Institute of Standards and Technology's efforts in AI 

standards. The White House Office of Science and Technology Policy has furthermore published a 

Blueprint for the Development, Use and Deployment of Automated Systems (Blueprint for an AI Bill 

of Rights). Intended to help companies that develop or deploy AI systems to assess and manage risks 

associated with these technologies, it consists of voluntary guidelines and recommendations. It is 

therefore non-binding and explicitly not to be understood as a regulation.  

 

The Federative Republic of Brazil 

In Brazil, concerns about misinformation during elections prompted government action. The 

country faced challenges with false information circulating on social media platforms and messaging 

apps during past electoral campaigns. The electoral court has since initiated monitoring programs 

aimed at identifying and addressing misinformation campaigns that could influence democratic 

processes, in response. Efforts to enhance media literacy and public awareness about the risks of 

false information were emphasized, encouraging citizens to critically evaluate online content.  

 

Brazil is moreover working on its first law to regulate AI. A non-permanent jurisprudence 

commission of the Brazilian Senate has presented a report with studies on the regulation of AI, 

including a draft for the regulation of AI. According to the committee's rapporteur, these regulations 

are based on three central pillars: guaranteeing the rights of people affected by the system, 

classifying the level of risk and predicting governance measures for companies that provide or 

operate the AI system. 

 

 

Possible Solutions 

 

While implementing regulations can be beneficial, they also raise concerns about potential 

limitations on freedom of speech, technological innovation, and the challenges of enforcing rules 
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across different jurisdictions. Balancing the need for combating misinformation while safeguarding 

fundamental rights remains an ongoing challenge in crafting effective regulatory frameworks. 

Collaboration among governments, tech companies, researchers, and civil society is crucial in 

developing nuanced regulations that effectively address this complex issue. 

 

With individuals at the center of misinformation risks, nations may seek to educate the 

public about digital literacy, critical thinking, and responsible online behavior to reduce the spread 

and impact of misinformation. Initiatives to raise public awareness, promote digital literacy, and 

educate individuals on identifying misinformation (commonly known as “Fake News”) are all the 

more welcome.  

 

The Internet lacks most importantly transparency requirements. The quality of AI systems 

must be open, explainable, and understandable to users, helping in identifying potential sources of 

misinformation in the long term. When monitoring the Internet, AI-driven content moderation tools 

may also be used to identify and remove misinformation. This strategy, however, requires extensive 

and effective guidelines.  

 

Moreover, governments may aim to regulate Internet-accessible AI technologies with 

measures to mitigate the spread of misinformation, overseeing the implementation and 

enforcement of these policies to ensure that AI technologies are developed and used responsibly. 

 

The multistakeholder approach, a democratic strategy to share opinions and regulate based 

on the majority rule, has been demonstrated as successful for a variety of AI technologies. The 

parties collaborate, ensure knowledge, and work together to address the challenges posed by AI-

driven misinformation. Its enforcement could prove beneficial at a larger scale although no extensive 

data has been published to this date on this particular aspect.  

 

The UNESCO’s Ethical Impact Assessment (EIA) establishes recommendations to ensure 

newly-developed AI technologies follow ethical procedures. Alike the previous strategy, imposing it 

on all future systems could prevent unintentional damage such as misinformation. The installation of 

a periodical test would furthermore maintain these strict but necessary policies. A UN regulatory 

body could be created for this objective.  
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Further Reading  
Here are a few reading material recommendations to grasp terminology differences and the 

regulatory complexities more accurately:  

- Misinformation, disinformation, and fake news: Cyber risks to business - ScienceDirect 

- AI regulation around the world 

- Governance and Multi-stakeholder Processes 

-  Ethical impact assessment: a tool of the Recommendation on the Ethics of Artificial 

Intelligence  
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